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INTRODUCTION TO SEMINAR

The Digital Humanities Computing Seminar (DHCS) brought together twenty-five members of the University community with the stated goal of generating a syllabus for a  graduate course in knowledge representation for humanists.  The working group included faculty, graduate students, and staff from the College of Arts and Sciences, the School of Engineering and Applied Sciences, the Libraries, and other units of the University.  Additional expertise was provided by six outside visitors who shared their experiences  applying and teaching the principles outlined in our plans for the knowledge representation course.  For a list of participants and visitors see Appendix A.  

Each member of the working group was responsible for developing a presentation on a topic. Components of the presentations included recommended readings, project ideas, and approaches to the subject. Discussion was lively and the sense of intellectual stakes was high – as was the commitment to the common goal. The result of that work is this syllabus draft for Knowledge Representation I and II. 

The syllabus reflects our collaborative efforts and is meant as a reference document for faculty who might teach this course in the near future at the University of Virginia or elsewhere. As often happens in a project of this kind, our intellectual ambitions and enthusiasm outstrip the available time and space in the syllabus.  Our focus has been to design a class that might actually be implemented; therefore, the syllabus reflects a subset of  our interests, passions and commitments.  We present here a sequence of topics and a list of readings, both of which are selective rather than exhaustive. Convinced that long bibliographies and extensive lists are less useful than subject-specific and annotated lists, we’ve structured the bibliography accordingly. 

Seminar discussions also made apparent the need for preliminary plans for our Humanities Information Systems course (MDST 585).  Tom Horton, a member of the Computer Science department and a potential instructor for this course, has developed a skeletal syllabus for this course.  This course in conjunction with a more conventional programming course will provide the technical skill-set for the program.  An auxiliary goal of the seminar, a schematic draft of this syllabus is presented in Appendix C.

We welcome any feedback on this syllabus draft. We also encourage its widespread circulation and use. Please do let us know if you make use of the syllabus as we hope this draft will provide a useful service to the field. 

Johanna Drucker (jrd8e@virginia.edu) and John Unsworth (jmu2m@virginia.edu) 

Seminar Directors

Andrea Laue (akl3s@virginia.edu) 

Seminar Coordinator, scribe, and author of the synthesized syllabus

INTRODUCTION TO SYLLABUS

Knowledge Representation  I and II (Syllabus Draft)

This syllabus is for a two-semester core course in year one of the Master’s degree program in digital humanities. The course will serve to provide intellectual coherence to the first year and to provide a series of readings, discussions, and projects that develop familiarity with some of the areas and contributing disciplines that are shaping the field. 

This course is based on the conviction that several  basic steps are essential to all work in digital humanities:

Acquisition (digitization, metadata, tagging, mark-up) 

Organization (information structure, systems or classification etc.)

Manipulation (search engines, programming operations)

Communication presentation  (user/community interaction, interface, standards). 

Though different levels of complexity and sophistication can be achieved in any area, with little or no upper limit on the technical and intellectual skills that can come to bear on these tasks, we believe that an understanding of these principles built into each cycle of this course (every project, task, etc.) will provide a solid point of departure for later work. These elements are part of any use of digital (and traditional) materials. Calling attention to them as the basic elements of knowledge representation in digital humanities is essential. 

The course will be taken concurrently with several others focused on areas that complement the work done here. In particular: a design seminar in digital humanities, a course in humanities information systems, and a seminar in social and cultural issues in digital media. Additional work in humanities electives, a seminar on thesis and project preparation, and teaching of Media Studies 110 (Information technology and digital media) will provide the rest of the intellectual structure of the MA. 

An overview of the MA curriculum is reproduced in Appendix B of this document. 

SYLLABUS


Units and Topics

Intellectual and Historical Foundations

History of Computers and Computation 



General 

Social 

Intellectual 

Computing in Humanities Disciplines 



History

History of Humanities Computing

Textuality and Discourse Fields (summary)

Theories of Description and Classification

Data Acquisition

Digitization and Sampling (summary) 

Structured Data (summary) 

Databases (summary) 

Markup (summary) 

Geographic Information Systems (summary) 

Data Manipulation


Logic


Mathematics 

Algorithms and Data Structures (summary)

Programming (summary)

Digital Design and Production


Material Conditions of the Digital (summary)


Interface (summary)


Visualization (summary)


Game Design (summary)

Machine Intelligence


Computational Models of Intelligence (summary)

Artificial Intelligence and Expert systems (summary)

Natural Language Processing (summary)

Social and Cultural Issues in Digital Media


Gender


Ethnicity


Class


Community


Political Constraints

Intellectual and Historical Foundations

Textuality and Discourse Fields

As most artifacts studied by humanists are textual, a basic introduction to theories of textuality seems essential.  Students will trace the history of theories of textuality and practices of editing, laying a theoretical foundation for the unit on digitization and sampling.  We will note the historical shift of emphasis from “work” to “text” and will consider current predictions that digital technologies might precipitate the reverse—a return to emphasis on the “work.”  Attention will also be paid to the structuralist distinction between form and expression with the hope of reinserting rhetoric as a central issue.  

Data Acquisition

Digitization and Sampling

In this unit students will learn the practical skills necessary to digitize artifacts and the critical skills necessary to evaluate the process and products of digitization.  We will introduce hardware and software used to digitize artifacts and the data standards used by various text, image and audio file formats.  This introduction will focus students on the choices involved in digitization and sampling.  What is gained and lost in the process?  Is it possible to completely represent a material object in digital form?  The exercises and subsequent reflection will prompt discussions of best practices in the field of text and image digitization.  

Project: Students will digitize a collection of "difficult" objects for presentation on the WWW and for preservation purposes.  We will discuss the tradeoffs between file size, file format, and resolution/color depth.

Project: Students will digitize a collection of texts with the goal of producing an accurate, computer-readable text file.  They will test two methods: manual transcription and OCR.  The exercise should prompt discussion on issues mentioned above and prepare students for the next unit on data structures.  The collection might include:

A. A handwritten document and a photocopy of a handwritten document

B. A few pages of a printed text with illustrations and/or hand annotations

C. An illuminated manuscript page

D. A photocopy of 6 different business cards

E. A facsimile of the opening pages of an early edition of some significant work of literature

F. A page of a newspaper with multiple columns

G. A small collection of ephemeral texts like flyers, posters, pamphlets, and so on

Structured Data

Most current applications of digital technology rely heavily on structured information, yet the systems of and assumptions underlying structured data are seldom investigated.  In this unit, students study these foundations, beginning with the history systems of classification.  The intersections of classification systems, philosophy and mathematics will also be investigated.  After studying the traditions of classification, we will ask students to reflect on their own activities: should humanists transform artifacts into data?  If so, how should they structure that data?

Students will be completing hands-on research, and these activities will prompt additional questions.  For instance, what is the appropriate resolution of data?  In dealing with dates, how do you record with enough granularity to guarantee precision without producing an information overload that leads to little insight?  The benefits of structured data are fully realized only when the appropriate resolution is chosen.

We will also consider the intersections of structured information and research methodologies.  Humanities scholars embarking on digital humanities research often worry that in structuring their data they necessarily impose a particular methodology on their research.  They worry that structured data will require that they pose problems that are quantifiable.  We will ask students to consider this conundrum, asking how we might pose problems that are computable without being quantitative.

After considering structured data as an abstract concept we will investigate the two most common systems for structuring data: databases and markup.

Project:  Working with some common, familiar artifact—family tree, recipe, newspaper article—students will consider different options for structuring their data.  Most work will focus on databases and markup, but other structures might be introduced as well.

Databases

Considered as one possible way to structure information, we will teach students to identify situations in which a database is the most appropriate tool.  Students will learn the basics of the technology—relational databases, object-oriented databases and SQL—but will also learn to apply a critical eye toward the technologies.  Again we will look at the social and intellectual histories of the technology.  Who developed these tools and why?  What are the intersections of set theory and relational databases?  Through the hands-on exercises, students will investigate the complexities involved in actually entering humanities data into a database. 

Markup

One other tool for structuring data, markup technologies are most often used when one sees a hierarchy inherent in the data.  There is already much scholarship detailing the advantages and disadvantages of markup.  The use of markup in humanities scholarship as also prompted further reflection by bibliographers and textual critics on the natures of text—is it really hierarchical?  Students will tie this debate to our previous discussions of textuality and ask the question: To what extent have theories of textuality informed theories and applications of markup?   

Geographic Information Systems

The first task in this unit is to question the cultural authority of maps: we will learn to read maps as interpretations rather than facts.  Maps are most often generated to evidence to support an argument.  Consistent with other units in this course, we will teach students to generate maps that ask questions.  We will investigate the coordinate systems that underlay maps.  In addition we will investigate perceptions of space in GIS and cartography and, perhaps, Art History.  We might challenge students to distinguish between space and place.  

Project: Students will draw a map of a familiar place. This could be a well-known place, or it could "Charlottesville"--but it has to be a place they have experienced. Students will visit the map library in search of various types of maps of their place.  They will digitize these maps using two techniques: simple image scanning/raster and vector/GIS digitization from image scans.  The goal is to get students to experience maps as structured data plus visualization—or many possible visualizations: hand-drawn, print, scanned image and GIS.  We will emphasize the choices and classifications required by each technique as well as the resulting capabilities.

Project: Ask students to map some “overdetermined” place: Jerusalem, Harlem, the Pacific.  Look at the history of maps of the places.  Research the coordinate systems that have delimited these spaces.  

Data Manipulation

Algorithms and Data Structures

In short, students will learn how computers work.  We will define basic concepts such as “formal” and “algorithm” and discuss the fundamental nature of “computation.”  Looking at the history of computing, we will talk about the computer as both a conceptual and a mechanical device, focusing on the points at which the conceptual and the mechanical converge and diverge.  We hope to lead students to a discussion of the nature of computation.  What is computable?  Can a computer generate meaningful inferences?

Project: Model a computer on paper (maybe the Altair or Knuth’s MIX). 

Programming

Here again students will learn both practical and analytical skills.  We will teach basic object-oriented programming within a MOO environment.  Through the programming exercises, students will learn basic principles such as encapsulation, composition, inheritance, and information hiding.  We will also investigate the various social and institutional histories of programming languages.  Students should also be able to place programming languages within a history of formal logic and analytical philosophy.  

Project: Students will research the history of a programming language, operating system or Web standard.

Project: Students will learn basic programming through building and populating a shared space in a MOO environment.

Digital Design and Production

Material Conditions of the Digital

In this unit we will treat digital art and research projects as cultural artifacts.  Asking students to “read” these artifacts as artistic creations, we will discuss the technologies of electronic publishing and the material constraints they impose on production.  In addition we will look at institutional constraints imposed by departments, libraries and other communities of digital production.

Interface

In our unit on interface we want students to understand the importance of interface within a broader history of computing and to grasp the challenges associated with designing effective and aesthetically appealing interfaces.  We also want to broaden the sense of interface, remembering that we are surrounding by interfaces: books, dashboards, ATM machines, stovetops.   In the knowledge representation seminar, we will focus on the information architecture side of interface design.  How does one organize information in digital environments?  How does one balance concerns for audience—ease of use—with concerns for aesthetics—interface as art?  How does the metaphor of the “page” affect design in digital environments?  

Since many of our students might one day build research archives, we will also evaluate current efforts to build information architectures and interfaces for projects at institutions such as IATH.  In this more focused study we will ask students to consider what is involved in making an interface that acts as a provocation.  How does one design an interface that will allow users to find what they’re looking for AND to discover what they didn’t even know existed?   

Project: Radically redesign the computer interface.  At one time computers interfaces looked much more like dashboards or instrument panels in airplanes.  This seems rather foreign to us now.  Make the interface foreign again. 

Project: Document common interfaces.  Pay particular attention to the balance between audience and aesthetics.  For whom was the interface designed?  Was it intended to be aesthetically pleasing?  Is there evidence of other design constraints?

Visualization 

We will begin by exploring the distinctions between visualization and image.  How does one read a visualization?  We might query scholarship about iconography and emblems for a starting point.  Do we have a grammar or an aesthetics for visualizations?  Humanists rely on visualization algorithms from the sciences and the social sciences.  Are these appropriate for our work?  We will propose possible models of transformations, possible algorithms for generating visualizations from humanities data.  Here we will also talk about notions of pattern.  How are patterns produced?  How do patterns mean?

Project: Ask students to generate a visual provocation, visualization (or an image of a visualization) that will help a researcher ask a question about an artifact.     

Game Design

Students will research game design and game criticism and its possible relations to knowledge representation.  We will look at theories of agency and information in formal game theory and discuss their applications to research in humanities and in digital design.  Current research in pattern languages and their application to game design will be reviewed with an eye toward establishing the connections between pattern languages and knowledge representation.  Games also offer an opportunity to talk about the computer as a medium.  How have digital technologies affected the experience of gaming?  Finally we will talk about new investigations into the relations between gaming and hermeneutics.  Is gaming a viable methodology?

Project: Ask students to design a pattern language.

Project: Ask students to generate a game design document. 

Project: Articulate or translate a game from one medium to another.

Machine Intelligence

The central question for this section is: “What is intelligence?”  To answer this question we will review historical concepts of mind and intelligence, concepts that developed well before attempts to recreate intelligence in a machine.  With this background we will explore classic debates in the field of artificial intelligence with an eye towards placing them in the context of ongoing debates in the humanities.  From here we will investigate more contemporary research in the field, including proposals that artificial intelligence and computational modeling of human intelligence might be separated into distinct fields.  Finally we will spend some time on natural language processing and expert systems, two partially successful implementations of computational models of human intelligence.  

Computational Models of Intelligence

Students will explore various logic, rule-based and statistical models of intelligence.  Focusing on the process of modelling and returning to previously-offered answers to the question of “what is computable,” we will discuss the significance of decisions to model human intelligence in computational environments.  Can the workings of the mind be modelled mathematically?  Can the complexity of the brain be reduced to simple equations?

Artificial Intelligence

In this unit we will investigate the various schools and methods of applied research in artificial intelligence.  While the previous unit concentrated on logic and rule-based models of intelligence, this unit will also cover theories of intelligence as an embodied phenomenon.  The history of applied research in artificial intelligence indicates that “intelligence” is a moving target.  As soon as a machine achieves some measure of “intelligence”—conversational aptitude; skill at chess—we immediately redefine “intelligence.”  Through examples of this phenomenon we will venture closer to a definition of intelligence.  We will also investigate perhaps the more pressing question: why do we try to make machines into humans?  What do we seek to gain from these experiments?

Expert Systems

Students will explore literature about existing expert systems.  Looking at successful systems, we will analyze the supporting computational models.  Students will reflect on the distinctions between information, knowledge and wisdom with reference to their experience of expert systems.

Project: Students will build an expert system using pencil and paper.  Then a classmate will try to use the system to answer a question.

Natural Language Processing

NLP provides a forum for experimenting with a successful implementation of research into artificial intelligence and for exploring the components of intelligence.  Practitioners of NLP argue that there are universal principles that unite all languages.  Recent work in NLP has generated controversy over the nature of those principles: are they structural or statistical?  NLP also highlights the distinction between treating text as data and text as language, returning us to our previous discussions of theories of textuality and of structured data.  We will read in these areas, familiarizing ourselves with the debates.  This unit will also challenge students to deal with texts in a new way.  Are we to deal with text as language or as data?

Project:  Students will create a corpus.  We will encourage a range of data sets—magazine advertisements for women’s cosmetics from the 1950’s; lyrics for rock songs written 1955-75.        

ANNOTATED BIBLIOGRAPHY

Table of Topics

Algorithms, Data Structures and Things Computational

Artificial Intelligence and Expert Systems

Design Production and Generative Aesthetics
Display and Visualization

Games and Game Design

Geographic Information Systems (GIS)

Histories of Computing


Sociological


Intellectual

Interface

Material Conditions of Digital Production

Natural Language Processing

Programming

Structured Information


Databases


Markup



JITM



COCOA

Textuality and Discourse Fields

Supplementary Sections

Fiction

Film

Mathematics

Graduate Programs

Humanities Computing

Computing in Humanities Disciplines


History
Algorithms, Data Structures and Things Computational

Chaitin, G. J. "A Century of Controversy over the Foundations of Mathematics" _Carnegie Mellon

University School of Computer Science Distinguished Lecture_. 2 March 2000. Chaitin,

C.J. _Home page_. September 2001. <http://www.umcs.maine.edu/~chaitin/cmu.html>.

This is G.J. Chaitin's March 2000 Distinguished Lecture at Carnegie Mellon University School of Computer Science. It's more than usually chatty (even for a speech), but it's one of the clearest explications of the subject I've come across.  Chaitin sees the computer as a side effect of a moment of crisis and uncertainty near the beginning of the century. 

Colburn, Timothy.  "Models of Reasoning" Philosophy and Computer Science. Armonk, NY: M.E.

Sharpe, 2000. 

Some philosophizing on the nature of reasoning in a computational context.  An object lesson in what computers can (or can't) do. 

Davis, Martin.  "Beyond Leibniz's Dream" The Universal Computer: the road from Leibniz to

Turing. New York: W.W. Norton, 2000.

This epilogue to Davis's book is a response to some interesting statements by the philosopher John Searle on the subject of what computers can and cannot do. 

Knuth, Donald. "Basic Concepts" The Art of Computer Programming. Reading, MA: Addison-

Wesley, 1997.

The preface to what is arguably the most famous book ever written on the subject of algorithms and data structures. Contains Knuth's explanation of what an algorithm is. 

Artificial Intelligence and Expert Systems

Bringsjord, Selmer and David A. Ferrucci. "Setting the Stage." Artificial Intelligence and Literary Creativity." 2000.

First chapter in Bringsjord's latest books. Provides the theoretical and 

historical background for his current project, BRUTUS, a system that 

generates short stories. Bringsjord argues that creativity and narrative 

are central to human intelligence. 

Crevier, Daniel. "The Tree of Knowledge." AI. New York: Basic Books, 1993. 

An account of the early history and basic concepts of expert systems. 

Copeland, Jack. Artificial Intelligence: a Philosophical Introduction. Cambridge, MA: Blackwell

Publishers, 1993. 

Dennet, Daniel C. "The Practical Requirements for Making a Conscious Robot." Philosophical

Transactions of the Royal Society, A 349: 1994. 133-46. Center for Cognitive Studies. Main

page. April 2002. <http://ase.tufts.edu/cogstud/papers/practic.htm>. 

Dennet describes Cog, the robot being built by Rodney Brooks, Lynn Andrea Stein and others in the AI Lab at MIT (http://www.ai.mit.edu/projects/humanoid-robotics-group/). Cog was designed as an "infant" that would learn through interaction with the world. Dennet argues that embodiment in the real world is crucial to consciousness.

Dreyfus, Hubert. What Computers Can’t Do: the Limits of Artificial Intelligence. New

York: Harper & Row, 1979.

Returns to Locke and Descartes in a criticism of artificial intelligence.

---. What Computers Still Can’t Do: a Critique of Artificial Reason. Cambridge, MA: MIT

Press, 1992.

Glymore, Clark. Thinking Things Through. Cambridge, MA: MIT Press, 1992.

Bringsjord recommends this for its account of the philosophical origins of artificial intelligence.

John Haugeland. Artificial Intelligence: The Very Idea. MIT P, Cambridge, 1985. 

Analysis of the intellectual foundations underlying AI - Haugeland goes back at least to Galileo and later philophers/mathematicians. 
McCorduck, Pamela.  Machines Who Think.  San Francisco: W.H. Freeman, 1979.  

Searle, John. "Minds, Brains, and Programs."  Behavioral and Brain Sciences 3.3 (1980): 417-457.

The (in)famous Chinese Room argument. Searle argues against "Strong AI" and its claims that a computer that can mimic the functionality of the mind is a mind. Computers might be capable of syntactic processing but they can't understand the semantic meaning of language. 

Turing, A.M. "Computing Machinery and Intelligence." Mind LIX.26 (October 1950): 433-60. Rpt.

in Computer Media and Communication. Ed. Paul A. Mayer. Oxford: Oxford University

Press, 1999.

The famous Turing Test. 

Wiener, Norbert. "Cybernetics in History" The Human Use of Human Beings. Garden City, NY:

Doubleday, 1954.  

A sort of introduction to the second edition of Wiener's book originally published in 1950. Wiener claims that his book is an introduction to cybernetics for laypersons. He argues that human society is best understood through a study of its communications and that mankind is best understood through a study of its feedback control mechanisms. 

Winograd, Terry and Carlos Flores. Understanding Computers and Cognition: a New Foundation

for Design. Norwood, NJ: Ablex Publishing Corp., 1996.

Application of phenomenology to computing and artificial intelligence.

Design Production and Generative Aesthetics

Max Bense, "The Projects of Generative Aesthetics," Computers in Art. Ed. Jasia Reichardt.

London: Studio Vista, 1971. 

Max Bense's essay is important as a pointer towards the realm of artistic intervention in digital media. A classic essay, from the 1960s, Bense's work was produced at the intersection of mathematics, concrete and visual poetry, and procedural aesthetics -- an aspect of minimalism and conceptualism central to artistic practice in the 1960s. (The "Information" exhibition at MoMA in 1970 was the first summary survey of this work, which gives an idea of the historical moment at which the first generation of digital art perceived itself as coming of age.) 

Jacques Bertin, "General Theory," The Semiology of Graphics. Madison: University of Wisconsin

Press, 1983. 2-13. 

Dry as unsoaked beans, this outline of Bertin's approach to graphics provides a foundation for analysis of information and its translation into graphic form. This section outlines the entire book in schematic, reductive form. The sub-section "A. analysis of information" (p.5-6 in the summary, p. 16-39 in the book) is particularly useful for humanists, since it provides a working method for translating linguistic formulations into graphical diagrams comprised of "invariant" and "component" parts. The page comprised of the fundamental variables of a graphic system, reproduced in minature in Mijksenaar, might be the single most valuable page of information in any of these works.

Stuart K. Card, Jock D. Mackinlay, Ben Shneiderman, "Chapter 1, Information Visualization"

Readings in Information Visualization. San Francisco: Morgan Kaufmann, Publishers Inc.,

1999. 1-34. 

An extremely useful overview of the field, this introduction to the visualization of data in digital environments serves as the synthetic summary at the outset of a collection of papers that address specific visualization problems, solutions, and software developments. In a pedagogical situation, this work provides authoritative grounding in the techniques of information visualization, but is utterly unselfconscious about aesthetics. 

Horn, Robert E. Visual Language: Global Communication for the 21st Century. Bainbridge Island,

WA: MacroVU Press, 1999.
Ellen Lupton and J. Abbott Miller, "Deconstruction and Graphic Design," Design, Writing,

Research. NY: Princeton Architectural Press, 1996. 3-23. 

The best, most serious and lucid of designer-theorists, Lupton and Miller demonstrate as well as discuss their principles. The entire book is expertly designed, and the lessons it presents in the first section could provide a useful foundation for analysis of information presentation in print format. They are not, in this work, concerned with the electronic space of information manipulation or display. 

MacEachren, Alan. How Maps Work: Representation, Visualization and Design. New York:

Guilford Press, 1995.

Simply the best overall summary of theories of vision, cognition, semiotics, mapping, and representation systems. Thorough, lucid, reliable. Only overlooks its own aesthetics.

Theo Mandel, "The Golden Rules of User Interface Design," The Elements of User Interface

Design. NY: John Wiley & Sons, Inc., 1997. 47-71. 

Completely sensible, well-thought out analysis of interface based on principles of cognitive psychology. Useful reading in advance of designing an interface and crucial reading for critical discussion of interfaces. Absolutely straightforward, how-to from a perspective of fundamental principles of human interaction with information in a digital environment.

Paul Mijksenaar, "Visual Information" and "Graphical Variables," Visual Function. Princeton:

Princeton Architectural Press, 1997. 28-42. 

Not as elegant in design as in concept, this work is most useful for its succinct brevity and the economy with which it touches on fundamentals. The distinctions of categories of visual information and suggestions about effective means of communicating them graphically are presented here in a useful shorthand form.

Tufte, Edward. Envisioning Information. Cheshire, CN: Graphics Press, 1990.

Tufte is rational and is thus appealing to certain communities.  He refers to the information as something separate from the form; he searches for a form to contain some information.  Information is prior.

Digitization and Sampling

Benjamin, Walter. “The Work of Art in the Age of Mechanical Reproduction.” Illuminations. New

York: Harcourt, Brace and World, 1968. 217-52.

Digitized images are in a history of images and machines. For a theoretical discussion that is a classic in the field we can turn to Walter Benjamin "The Work of Art in the Age of Mechanical Reproduction". While this essay is about photography it raises many of the issues we have about the materiality of digital images and their art. 

Gombrich, E.H. “From Light into Paint.” Art and Illusion: A Study in the Psychology of Pictorial 

Representation. 2nd ed. Princeton, NJ: Princeton University Press, 1972. 

Gombrich "From Light into Paint" is about painting, but discusses 
how paintings represent and transmit information. Gombrich quotes 
Churchill to the effect that paintings are transmitted in code which 
we learn to decrypt. We have discussed how sophisticated books are as 
knowledge machines, here is a perspective on painting that reminds us 
how paintings might work in a way that connects to digital images.  

Ifrah, Georges. “Binary Arithmetic and Non-Decimal Systems.” The Universal History of the Computer. 

The history of binary math up to the computer is treated in Ifrah's "Binary Arithmetic and Other Non-Decimal Systems" from The Universal History of the Computer. Included in that selection are also other parts of the book on Analogue Computation and Analogue Calculators. (See the Poster selection below on the analogue and digital.)  

Mitchell, W.J.T. “Electronic Tools.” The Reconfigured Eye: Visual Truth in the Post-Photographic 

Age. Cambridge, MA: MIT Press, 1992. 

Image digitization has a history. Mitchell's chapter "Electronic Tools" is from "The Reconfigured Eye" which is an excellent discussion of digital imaging and how it is changing our notions of truth in images. The chapter digitized approaches the tools and techniques from a historical perspective. Note how Mitchell comments that digitizing images like digitizing audio is a matter of sampling and quantizing.
Petzold, Charles. “Bit by Bit by Bit”  Code. Redmond, WA: Microsoft Press, 1999.

For a more gentle introduction to binary communications systems see Petzold "Bit by Bit by Bit" from his book on Code. This includes a discussion of bar codes if you have wondered how they work. 

Poster, Mark. “Analogue and Digital” Print and Digital Authorship. Arhaus, Denmark: Papers from

the Centre for Internet Research, 2001.

Finally I have included a short exerpt from Mark Poster's essay "Print and Digital Authorship" on the difference between the analogue and the digital.

Shannon, Claude and Warren Weaver. “Introduction” The Mathematical Theory of

Communication. Urbana, IL: University of Illinois Press, 1949.

Petzold's discussion will then help you make sense of Shannon and Weaver's introduction to The Mathematical Theory of Communication which deals with the quantification of information.    

Tannenbaum, Robert S. Theoretical Foundations of Multimedia. New York: W. H. Freeman, 1998.

The tools and techniques used for digitizing media also need to be understood. "Hardware that Enables Multimedia" from a multimedia textbook is a survey of multimedia hardware including digital cameras and audio capture systems. It covers more than we need, but is a good overview if you ever wondered how a digital camera works.
Walters, E. Garrison. The Essential Guide to Computing. Upper Saddle River: Prentice Hall, 2001.

When digitizing images one needs to think of the outcomes – the anticipated uses of the digital images for which reason one needs to think about the screen as the primary output device on which digital images are viewed. "Computer Monitors and Graphics Systems" is an introduction to computer graphics and how screens work from a computer graphics book.
Display and Visualization

Bertin, Jacques. Semiology of Graphics. Madison: University of Minnesota Press, 1983.  

Cleveland, William. Visualizing Data. 1993. 

McCleod, Raymond. “Fiat flux.” Crisis in Editing: Texts of the English Renaissance. Proceedings

of the Twenty-Fourth Annual Conference on Editorial Problems. 4-5 November 1988. Ed. Raymond McCleod. New York: AMS Press.

---. “Information on Information.” Text: Transactions of the Society for Textual Scholarship. 5:241-

81. 1991.    

Ong, Walter. Ramus: Method, and the Decay of Dialogue; from the Art of Discourse to the Art of 

Reason. Cambridge: Harvard University Press, 1958.

Games and Game Design

Aarseth, Espen. Cybertext. Baltimore: Johns Hopkins UP, 1997.

Barwood, Hal. "400 Project."  

Church, Doug. "Formal Abstract Design Tools.” Gamasutra. 16 July 1999.  April 2002.

<http://www.gamasutra.com/features/19990716/design_tools_01.htm>.
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APPENDIX B: SUMMARY OF MA CURRICULUM

Master’s Degree in Digital Humanities

Media Studies Program

University of Virginia
 

Rationale:

 

 America’s culture, and its cultural heritage, is migrating very rapidly to the World-Wide Web.  To manage that migration, and to take advantage of the new intellectual and creative possibilities it offers, we need trained professionals who understand both the humanities and information technology, and we need them in a number of different areas—museums, libraries, teaching, scholarship, publishing, government, communications, and entertainment, to name a few.  We can already see that this is true: the Library of Congress is putting millions of items in its collection online; every major art museum now has a Web site; computers have become part of the teaching of literature, history, religious studies, and other disciplines; the next generation of scholarly editions of major American authors will be electronic editions, and the next generation of paperbacks will be E-Books.  The Master’s Degree in Digital Humanities prepares graduate students to meet this immediate cultural need, and offers them the training to apply information technology to the intellectual content of the humanities, and to experiment with the analytical possibilities that information technology offers the humanities.  At the end of the first year of this program, students should have a broad but practical sense of the challenges that one must overcome in making humanities content tractable to computational methods.  By the end of the second year, students should be able to meet such challenges, even if doing so requires building new tools or inventing new methods.  

 

The Master’s degree in digital humanities provides students with experience in recognizing and articulating problems in humanities computing and working collaboratively to solve them, as well as providing hands-on experience in designing and creating digital media.  Students who have completed this degree might go on to further graduate work, for example a Ph.D. in a traditional discipline of the humanities, or they might elect to seek employment in publishing, communications, commerce, cultural institutions, or any of a number of other areas in which their skills and intellectual training would have immediate value.  

 

Structure and Requirements: 

 

The course of study for the MA in Digital Humanities is a two-year cycle of core courses and electives: in order to complete the program, a student will take at least 27 hours of coursework at the 500-900 level.  In addition, a one-credit internship and a one-credit teaching seminar are required, and students will enroll in several non-topical research courses, for a total of 48 credit hours.  Successful completion of this MA program requires students to have, or to acquire, a working familiarity with major computer operating systems (PC, Macintosh, Unix) and software more specialized than the usual office applications (e.g., visual programming software, multimedia authoring tools, databases), as well as with markup languages (e.g., SGML, XML) and programming languages (e.g., Perl, Java).  Working with a faculty advisor, each student will develop a thesis project that consists partly of work in team-based environments and partly of individual writing and reflection. In addition to their course work and thesis project, students are required to complete internships: most will also lead discussion sections for MDST 110.  The Graduate School of Arts and Sciences allows no transfer credit toward the M.A. 
 

Concentration Electives:  The purpose of these electives is to provide each student with in-depth graduate course work in a humanities subject area, as a context for that student’s humanities computing—for example, a student with background and research interests in medieval literature might choose to take these electives in medieval literature, medieval history, and linguistics, might choose to intern with an ongoing faculty research project in medieval studies, and might design a thesis project that applies humanities computing tools and techniques to a research problem with a particular medieval text.  Students will complete at least three humanities electives during the course of study for the M.A.. These courses must be at the 500-900 level and they must be chosen in consultation with the faculty advisor.  These courses may be chosen from approved humanities offerings outside the College of Arts and Sciences (for example, in Architecture, Education, or Law).

 

Programming Language Requirement: Entering students should be able to demonstrate competence in at least one computer programming language by passing a ninety-minute examination, administered by the Computer Science department at the University and designed to ascertain the student’s understanding of basic concepts and principles of computer programming. For students entering without this competence, an intensive summer course will be offered in conjunction with Computer Science; other options for acquiring this competence include taking an undergraduate course in the College of Engineering (e.g., CS 201, Software Development Methods) provided that prerequisites are met, taking a course at Piedmont Virginia Community College (e.g., CSC 201, Computer Science), or learning through project-based self-instruction.   Whatever course is chosen, students must pass the competency exam no later than the beginning of the third semester.

 

 

 The Course of Study:

All MDST courses listed are required, and they should be taken in the sequence described below.  500-level courses are introductory courses that overlap with a field outside the College of Arts and Sciences—Architecture, in the case of MDST 501, and Computer Science, in the case of MDST 585.  700-level courses are supervised and applied work, for example as a participant in a faculty research project (MDST 700) or as the pedagogy workshop (MDST 701).  800-level courses are seminars or supervised independent research projects and, with the exception of MDST 898, emphasize working in teams.

Fall, Semester I: 

9 hours of coursework plus 3 hours of non-topical research.  Coursework is aimed at introducing students to the concept of design as it is understood in both computer science and the humanities, and to the topic of knowledge representation, as a practical issue in domains as diverse as artificial intelligence and text-encoding.  This semester also includes, the first humanities concentration elective, in which students study a particular humanities problem-area.

 

MDST 501: Design in the Context of Information Technology

MDST 831: Knowledge Representation I (Seminar)

Humanities Concentration Elective

MDST 897: Non-Topical Research

 

 

Spring, Semester II:

9 hours of coursework (including the advanced seminar on knowledge representation, 6 hours of humanities concentration electives), a one-hour internship with an ongoing faculty research project in the area of humanities computing, and two hours of non-topical research.  By the end of this semester, students will have a solid background in the problems of knowledge representation in general, a good idea of what such a problem looks like in a particular humanities discipline, and some hands-on experience working with such a problem in a research context.

 

MDST 700: Internship Projects: Design and Implementation 

MDST 832: Knowledge Representation II (seminar)

Humanities Concentration Elective

Humanities Concentration Elective

MDST 897: Non-Topical Research

 

 

Fall, Semester III:

6 hours of coursework, plus five hours of non-topical research, plus a one-hour teaching internship.  By this point in the program students will have passed a programming-language competency exam, and some of their coursework in this semester will focus on how to build software tools for solving humanities research and teaching problems.  Also in this semester, students will take a seminar that will provide them with the background they need, as they need it, to teach MDST 110.  They will also take part in a one-credit pedagogy seminar, and begin work on their year-long thesis project.

 

MDST 585: Software Engineering for the Humanities 

MDST 810: Cultural Issues in Information Technology (Seminar)

with MDST 701: Teaching Media Studies



[First semester of teaching MDST 110]

MDST 897: Non-Topical Research

 

 

Spring Semester IV: 

This semester 3 hours of coursework—a final seminar that both sums up intellectual issues in humanities computing and digital media, and allows students to talk with their professor and peers about the intellectual issues raised in their year-long thesis projects.  9 hours of non-topical research in this semester permit students to complete that project, and to reflect upon it (in MDST 898).  Students also teach a second semester of MDST 110.

 

MDST 811: Intellectual Issues in Humanities and Computing (Seminar)

MDST 897: Non-Topical Research

MDST 898: Non-Topical Research 


[Second semester of teaching MDST 110]
 

 

Course Descriptions: 

 

 

MDST 501 –  (3.0) (Y) Design in the Context of Information Technology

This course takes a case-study approach to the analysis of design within information technology and digital media, with emphasis on fundamental principles of structure, organization, and interface. 

 

MDST 585 –  (3.0) (Y) Software Engineering for the Humanities

Prerequisite: Completion of the Computer Programming Competency Exam

Client-based approach to developing software for the humanities; projects and assignments will be based on actual needs and examples, students will design software for ongoing research projects.

 

MDST 700 –  (1.0) (Y) Internship Projects: Design and Implementation  

Internships will be in ongoing projects in the application of digital media and information technology to the humanities, preferably at the University of Virginia but possibly elsewhere.  Progress in the projects will be assessed and discussed on a regular basis.  In many cases, internships will continue through summer as employment opportunities.

 

MDST 701 –  (1.0) (Y) Teaching Media Studies 

Co-requisite: MDST 810

This workshop provides training in pedagogy for students serving as teaching assistants in MDST 110: Information Technology and Digital Media.  Issues of pedagogy and the use of information technology in the teaching environment will be addressed.  This course should be taken in conjunction with MDST 810.

 

MDST 810 –  (3.0) (Y) Cultural Issues in Digital Media and Information Technology

This seminar focuses on the cultural premises and effects of information technology and digital media. It is preparation for teaching in Media Studies 110, and it should be taken in conjunction with MDST 701 (though it is also open, as a stand-alone course, to graduate students not teaching MDST 110).

 

MDST 811 –  (3.0) (Y) Intellectual Issues in Humanities and Computing

This seminar will discuss critical issues and theoretical concerns that emerge from the intersection of humanities research and teaching with the tools and concepts of computational approaches to analysis and interpretation. 

 

MDST 831 –  (3.0) (Y) Knowledge Representation I

This seminar provides a forum for study and discussion of materials in the history, theory, and conceptual understanding of classification systems.  Topics include logic, philosophy of language, visual representation, bibliographic methods, information design, visual and textual models of epistemology, aesthetics and metaphysics of form.

 

MDST 832 –  (3.0) (Y) Knowledge Representation II 

Prerequisite: MDST 831

Seminar with continued discussion and examination of materials in the history, theory, and conceptual understanding of classification systems. 


 

MDST 897 –  (1.0 – 12.0) (Y) Non-Topical Research Thesis Project I

This course is intended for students working on a Master’s thesis project.  Students are supervised by faculty in tutorial, with occasional group discussion and analysis.

MDST 898 –  (1.0 – 12.0) (Y) Non-Topical Research

Co-requisite: MDST 897

Each student will draft a paper analyzing the implications, problems, successes, and issues that arise from their research projects. This is meant to be an opportunity to reflect self-consciously upon some aspect of epistemological inquiry that arises from the project work. Students will be required to give a public presentation of their thesis during the final semester.

APPENDIX C: MDST585 SYLLABUS

MDST 585:  Development of Information Systems in Humanities Computing

Course Description:

The course will examine topics from programming, software engineering, and interaction design and how they impact the development of computer information systems in the domain of humanities computing. It will focus on developing large software systems that require well-defined development processes, team organization and management, and a user-centered approach. Students will work on new and existing systems to further develop their software skills in the context of large-system development

Required Background:

Prerequisite: Completion of the Computer Programming Competency Exam

Students will have software development skills such that they will be able to develop small- to medium-sized programs in an object-oriented language like Java or Ruby. These skills will include using existing class libraries (especially container classes) and defining new classes. Students will have some exposure to database systems.

Students will be knowledgeable about humanities computing, including topics covered in the first year of the Masters in Digital Humanities program. This will include exposure to existing software systems and projects in humanities computing.

Primary Text:

1. Object-oriented and Classical Software Engineering, 5th ed.  Stephen R. Schach (McGraw-Hill, 2002).

Readings from:

2. Interaction Design: Beyond Human-Computer Interaction. Yvonne Rogers et. al. (John Wiley & Sons, 2002).

3. Software Project Survival Guide.  Steve McConnell (Microsoft Press, 1998).

4. UML Distilled, 2nd ed.  Martin Fowler with Kendall Scott (Addison-Wesley, 2000).

5. The Mythical Man-Month, 2nd ed. Frederick P. Brooks, Jr. (Addison-Wesley, 1995).

6. Various journal publications etc.

Topics:

1. Introduction:

a. The problem: issues related to developing large systems; stakeholders; planning and managing team development; impact of requirements- and maintenance-related issues for large systems.

b. Definitions of software engineering, interaction design, human-computer interaction (HCI), interaction design

2. Software Development Process:

a. Phases in software development, e.g. requirements analysis, design, implementation, integration, maintenance

b. Models for software development, e.g. waterfall, spiral, incremental release, etc.

c. Team organization for a project

d. Other topics, e.g. Extreme Programming (XP).

3. Requirements Analysis:

a. Role of requirements in software development, e.g. for design, testing, maintenance.

b. Elicitation methods, e.g. interviews, questionnaires, storyboards, prototypes.

c. User-interface issues, including conceptual models and software interaction styles

d. Functional requirements and task analysis. Use of scenario-based methods to define these.

e. Use of prototyping and iteration to establish requirements for user-interface, functional requirements, and information design.

4. Documenting and Modeling Requirements:

a. Approaches to documentation, including software requirements specification (SRS) documents, XP's stories, etc.

b. Object-oriented analysis modeling.  Unified Modeling Language (UML). Class and object models.  Interaction models.

c. Database modeling and definition.

d. Use-case and scenarios for modeling functional requirements.

5. Software System Design:

a. Software architecture and design.  High-level vs. low-level.  Architectural styles, e.g. client/server, pipe-and-filter, layered architectures.  Describing and modeling a high-level design.

b. Low-level design. UML class models and sequence models. Implementing these in object-oriented programs.

c. Design patterns.

d. Database issues, e.g. connecting an OO design to a specific database system.

6. Testing, Integration, and Quality:

a. Debugging software components during implementation.  Test drivers. Unit testing. Black box testing. XP's approach and tool support.

b. Walkthroughs and reviews.

c. Approaches to integrating large systems from components.

d. Acceptance testing.

e. Evaluating quality through user testing methods.

7. Software Maintenance:

a. Importance of software maintenance

b. Types of maintenance: adaptive, perfective, corrective

c. Management of change and maintenance to software systems

Student Practical Assignments and Projects:

Many assignments may be built on top of case studies, where existing software systems are used to illustrate concepts. Such systems might include those created or under development at the University of Virginia, or possibly the Virtual Lightbox system developed at the University of Kentucky (http://www.rch.uky.edu/~mgk/lightbox/)

Project 1: Requirements elicitation and documentation.

Given a description of proposed software system, students will gather and document requirements information for that system from real or "pretend" users. Students determine and document the system boundary (i.e exactly what the system's responsibilities will be), as well as functional requirements and information items to be processed. Students will carry out interviews, study existing similar systems, etc. to gather requirements, and will document the results using scenarios, class models, etc.

Project 2: Prototyping for Requirements Analysis.

Given some basic requirements for a new system or an enhancement to an existing system, students will create low-fidelity prototypes (i.e. storyboards, paper prototypes, etc.) of the user interactions. These will be evaluated with a user testing process with potential users (possibly other students in the class) according to goals for functionality and usability. Iterative design using the prototypes will be employed to produce a better design. High-fidelity prototyping of one part of the system using Visual Basic or another rapid-application development environment will be carried out and used in an evaluation session.

Project 3: Design

Students will be asked to study the code for an existing system and recover the high-level architectural design of that system. They will document this design using the UML modeling techniques learned in class. A proposed modification to the system will be given, and students will be asked to assess how this modification might affect the design.  Also, students will be asked to document how a particular low-level interaction with the system (say, in response to one user action) is carried out by modeling this using low-level design representations (e.g. UML interaction diagrams).

Project 4: Implementation

Given a set of requirements for a proposed software system, students will develop software that will represent either a first-iteration of the system with basic functionality, or a proof-of-concept prototype. This project will emphasize development of software multiple software components or subsystems that would be developed by multiple-groups of students and integrated. An appropriate system for such a project might be a client-server system with database connectivity.

Project 5: Maintenance

Students will carry out a "mini" development cycle in which they will define requirements for modification to an existing system, then re-design the existing system, implement that change, and verify that they have correctly implemented this change. This project will involve a wide-range of topics learned in the course.
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